COAP 2019 Best Paper Prize: Paper of S. Gratton, C. W. Royer,
L. N. Vicente, and Z. Zhang

Each year, the editorial board of Computational Optimization and Applications selects a paper
from the preceding year’s publications for the Best Paper Award. Two of the 92 papers published
by the journal in 2019 tied for the award. This article highlights the research related to the
award winning paper of Serge Gratton (University of Toulouse), Clément W. Royer (Université
Paris Dauphine-PSL), Luis Nunes Vicente (Lehigh University), and Zaikun Zhang (Hong Kong
Polytechnic University) whose award winning paper “Direct search based on probabilistic feasible
descent for bound and linearly constrained problems” was published in volume 72, pages 525—
559.

Their paper [6] describes a direct-search scheme for solving linearly constrained optimization
problems in which the derivatives of the objective are not available for algorithmic use. This
derivative-free algorithm relies on randomly generated directions and is analyzed from a prob-
abilistic viewpoint, leading to complexity guarantees for both deterministic and probabilistic
versions of the method. These bounds suggest that strategies which incorporate randomness
may prove more efficient, which is confirmed by the practical experiments.

The motivation for this algorithm was twofold. First, following recent developments in
nonconvex optimization, complexity results have become increasingly popular in derivative-
free optimization [§]. Most results, including some developed by the authors, focused on the
unconstrained case, and were particularly concerned with bounding the number of evaluations of
the objective function. This represents a key issue in computational derivative-free optimization,
where the function values typically come from complex simulators that are expensive to evaluate.
One goal of this work was to provide evaluation complexity bounds for direct search applied to
linearly constrained problems, which could be informative about the evaluation cost of such
methods.

Secondly, recent developments in the unconstrained, derivative-free setting showed the inter-
est of incorporating randomness within algorithmic properties. This idea was first presented in
the context of derivative-free trust-region methods [2], together with a convergence theory based
on martingale-type arguments. For direct search, the authors of [6] not only established conver-
gence by using randomly generated directions [4], but went one step further and derived high
probability complexity bounds on the number of iterations and function evaluations required
to reach approximate stationarity. The underlying argument was general enough to apply to
other schemes such as trust region (which were studied in a subsequent work [5]). For the class
of direct-search methods, it was shown that as few as two directions randomly generated on
the unit sphere were sufficient to yield almost-sure convergence, as well as global rates with
overwhelming probability. Moreover, the evaluation complexity bounds showed an improvement
of order n, from O(n?) (using deterministic directions in a positive spanning set) to O(n) (using
randomized directions), where n is the dimension of the problem. In the paper [3] it was shown
that the bound O(n?) for deterministic directions could not be further improved, which made
the findings even more relevant in an algorithmic context highly dependent on the problem size.
Once the unconstrained case was thoroughly studied, it became natural to focus on constrained
problems to see whether the evaluation cost of direct-search methods could be improved through
randomness.

In an unconstrained setting, direct-search methods proceed by sampling the space in suitably



chosen sets of directions, called polling sets. To establish global convergence, one of those
directions must be able to produce descent, i.e., decrease the objective function. In the presence
of constraints, the polling vectors must conform to the geometry of the feasible set. A number
of strategies for generating such directions have been proposed in the literature [7], that mainly
revolve around computing positive generators of certain (tangent) cones as polling sets, and this
process can lead to many function evaluations being performed at every iteration, especially in
the presence of linear inequality constraints. The first contribution of the awarded work was the
identification of a feasible descent property, that must be satisfied in a deterministic fashion for a
deterministic scheme to converge. In the unconstrained case, it is required that one of the polling
directions makes an acute angle with the negative gradient; in presence of linear constraints,
this property can be generalized by using the tangent cone of the current approximate active
constraints. In that sense, the directions are required to be close to the projection of the negative
gradient onto such a cone. The authors leveraged this property to derive a complexity analysis
of a generic deterministic direct-search scheme, which was a problem left open in the literature.
The generic analysis covered all possible combinations of bounds, linear equality constraints, and
linear inequality constraints. Two cases of particular interest were linear equality constraints,
for which the complexity depended on the dimension n and the number of constraints, and
bound constraints, for which the dependency was similar to the unconstrained case, due to the
use of coordinate directions.

The paper then turned to the probabilistic setting, replacing the feasible descent property by
a probabilistic equivalent. By assuming that the polling sets satisfied this property with a given
probability, complexity bounds were established. Special attention was paid to the case of linear
equality constraints and bound constraints; when the problem was locally unconstrained in some
directions forming a subspace, only O(1) directions were required to guarantee feasible descent
in this subspace, exactly matching the unconstrained case. This approach proved particularly
useful for constraints such as bounds that may not necessarily be active at a given iteration.
In addition to improving the complexity results, this approach turned out to be beneficial in
practice.

The goal of the numerical experiments was analyze the efficiency of the algorithmic approach
that, although possibly incorporating random components, rely upon deterministic polling tech-
niques to ensure convergence. Compared to the built-in MATLAB patternsearch subrou-
tine [9], the new algorithm was particularly efficient on problems with a relatively large number
of bound constraints and/or linear equality constraints, where the subspace technique led to
fewer evaluations being performed. Comparisons were also performed with more mature direct-
search solvers for linearly constrained problems such as PSwarm [10] and NOMAD [I]. Despite the
relatively straightforward implementation, the new algorithm provided encouraging results, and
was particularly competitive on problems involving linear equality constraints.

Since the publication of this paper in Computational Optimization and Applications, the
associated code, called DSPFD, has been made publicly available at the following location:

https://www.lamsade.dauphine.fr/~croyer/codes/dspfd_sources.zip

It can handle both unconstrained and linearly constrained minimization formulations, and only
requires access to function objective values. Extensions to nonlinear constraints remains a chal-
lenging topic for further investigation, and one that has been relatively less explored in derivative-
free optimization. Probabilistic techniques may prove helpful in this setting to mitigate the cost
of possibly expensive algorithmic frameworks without compromising their theoretical properties.


https://www.lamsade.dauphine.fr/~croyer/codes/dspfd_sources.zip
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